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Executive Summary

Deliverable D5.5 reports on the design and evaluation of the multi-user social conversational and planning system as
part of the SPRING project WP5 and Task 5.3. This deliverable provides the final report on the design of the multi-party
conversational system software, as well as its evaluation with users.

The work reported in this deliverable was carried out to fulfil the objectives of WP5: endowing robots with the
necessary skills needed for for multi-modal multi-person interaction and communication.

In this deliverable we present the multi-party system design and results of a user evaluation comparing the multi-
party conversational system with the single-user version as baseline.
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1 Introduction

The overall objective of WP5 (Multi-User Spoken Conversations with Robots) is to develop techniques for multi-user
conversation involving a robot and multiple humans. This involves sensor-based (data-driven) and knowledge-based
robot actions for multi-modal multi-person interaction and communication. The goal of this WP was to empower
robots with skills needed for multi-modal, multi-party, situated interactions — by endowing robots with the necessary
skills to engage/disengage and participate in conversations, via tight integration between automatic speech recogni-
tion, visual object and human behaviour recognition, natural language processing, and speech synthesis. The SPRING
social robot is able to hold a conversation with several people at the same time. A major challenge and opportunity
faced in this task was the advent of Large Language Models (LLMs) in the latter part of the SPRING project.

In deliverable D5.1, [22], the initial high-level task planner and conversational prototype was described. The con-
versational system provided functionalities of Natural Language Understanding (NLU), Generation (NLG), and the Di-
alogue Manager (DM), and interfaced with the high-level task planner allowing for concurrent execution of dialogue
and task-based actions based on the current dialogue, and interaction status. This initial conversational system was
developed as an extension of the social bot Alana, which was twice finalist in the Amazon Alexa challenge [16] 3] and
had previously proven successful as a foundation for other conversational Al projects [6].

Deliverable D5.2, [23], provided the preliminary software package for multi-party ASR with speech enhancement
algorithms and conversational system. This deliverable also reports the initial design of the data collection for multi-
party task-based dialogue.

The high-level task planner, implemented by a Petri Net planner [5], has been presented in deliverable D5.3, [24].
This deliverable provide software packages developed for the interaction with users of the SPRING robot applications
and the task planner in relevant environments. The high-level task planner interfaces the dialogue system and the
sensors and physical actions of the robot, and enables the robots non-verbal and verbal behaviors for multi-modal,
multi-user, situated interactions.

The implementation of the multi-party conversational system was described in deliverable D5.4, [25]. The initial
Modular Architecture (presented in D5.1[22] was replaced with a Conversational System powered by Large Language
Models in D5.4 [25]. The onset of LLMs has revolutionised the field of NLP, and these models have proved to be
excellent at language understanding, and this includes multi party conversations (MPCs) [11) [10] [8, [32] since their
pre-training includes scripts and meeting transcripts containing multiple people. LLMs also hold a wealth of general
knowledge, enabling abilities like question answering (QA), joke telling, and playing quizzes.

This deliverable reports on the final design of the SPRING multi-user social conversational and planning system,
and describes the experiments and results carried out to evaluate the multi-party conversational system.

In Section [2) we describe the delivered multi-modal multi-party conversational system. Section [3]describes the
design of a user experiment to evaluate the final multi-user social conversational system. In Section[4we present an
initial analysis of the results from the user evaluation experiment. Section[5|presents the conclusions to the report on
the design and evaluation of the multi-user social conversational and planning system.
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2 Multi-User Social Conversational and Planning System

The main goal of WP5 ("Multi-User Spoken Conversations with Robots") was the development of a multi-user conver-
sational system that would allow situated social interactions involving a robot and multiple humans. To achieve this
goal the work of this work-package has focussed on two tasks: 1) developing a high-level planner and robot non-verbal
behaviour system that connects with the conversational system and the current status of the environment to allow
multi-modal situated interactions; and 2) a multi-party conversational system, based on data collected from the use-
cases and stakeholder interaction, that endows the robot with the ability to engage in social dialogues with multiple
users.

The Multi-User Social Conversational and Planning System presented here enables sensor-based (data-driven) and
knowledge-based robot actions for multi-modal multi-person interaction and communication. The SPRING robot (ARI)
was empowered with the skills needed for handling interactions grounded upon the social, semantic, and behavioural
representation of the immediate environment by endowing the robot with the necessary skills to engage/disengage
and participate in conversations, via tight integration between automatic speech recognition, visual human behaviour
recognition, natural language processing and speech synthesis. The SPRING ARl robot was able to hold a conversation
with two people at the same time.

The conversational system takes as input a synthesis of the ongoing interaction, from the social state planning
and non-verbal behavior system, and provides the appropriate text utterances for speech synthesis by the robot. This
system incorporates the state-of-the-art NLP capabilities, by using open source Large Language Models (LLM) to deal
with real-world usage.

2.1 Multi-User Social Dialogues

After the appearance of Large Language Models (LLMs) and their remarkable capabilities in handling NLP tasks,
the initial Modular Architecture was replaced with a Conversational System powered by Large Language Models, to
provide a state-of-the-art experience for participants in the SPRING experiment at the BROCA living day care hospital.
The overall architecture for the current LLM-based system is illustrated in Fig[2.1]

The SPRING conversational system has been iteratively improved through regular user tests and interviews with
patients visiting the hospital memory clinic at Broca, see deliverables D1.4 [20], D1.5 [21].

Deliverable D5.4[25] presented a description of the final software components for the multi-party conversational
system components. Here we will provide an update on the LLM-based Conversational System, and the developed
prompts for the system evaluation presented in Section|3] namely, the Multi-Party system and the Single User (base-
line) system.

2.1.1 Update to the LLM-based Conversational System

In SPRING we are taking the advantages of the “emergent abilities” (see [31,[17]) of LLMs for solving complex language-
related tasks but also for visual, multi-modal, real-world grounding and perception tasks. We have developed the multi-
party conversational systems with an LLM-based architecture, presented in deliverable D5.4|25], which replaced the
initial modular architecture, presented in deliverable D5.1[22], in order to exploit the capabilities of LLMs, while making
efforts to reduce the risks of hallucinations [4] that these generative approaches also present. This new system
improves QA accuracy, accessibility for people with dementia, and enables added functionality, such as multi-party
conversations. Where previously we had to specifically design the system to tell jokes and run entertaining quizzes
[1,18], LLMs can now handle this inherently due to their world knowledge.

To implement our LLM-based solution we choose to use a open source Vicuna model with 13 billion parameters
(Vicuna-13b-v1.5 [2]) as our system'’s core LLM. The LLM model is hosted at HWU servers, protecting the security and
privacy of the particpants’ data. Throughout the evaluation experiment, described in the rest of this deliverable, the
Vicuna model was used with the following parameters: “temperature”:0.4; “top_p”:1; “max generation tokens”:300.
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One huge benefit of using LLMs vs. the initial modular architecture is their inherent ability to perform general chit-
chat, tell jokes, and access a wealth of general knowledge. This allows us to deal with out-of-scope utterances, for
which the modular system could only attempt to respond with tips about what the system can do (e.g. “I'm not sure,
but I can help you with directions and menu information.”), due to the LLM's capability to handle general, out-of-domain
questions.

See Figure [2.1) for an illustration of the LLM-based architecture of the multi-user conversational system. Unlike
the initial conversational system, we interface with our core LLM using prompts. ASR output and information about
the environment are given through the social planner to the conversational manager to feed the information prompt
developed to generate answers from the LLM. The Vicuna-13b model that is deployed for SPRING can be found on
HuggingFace’s Imsys organizatiorﬂ
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Figure 2.1: (left) Updated diagram for the Conversational System and High-level Task Planner architecture: showing
the planning and execution framework on the left (in blue) and the conversational system on the right (in green) where
the previous interface has been replaced with an LLM-based architecture, and components (in yellow) combining the
two systems with the robot in the middle. (Right) the LLM-based architecture for the Conversational System: first the
dialogue manager parses user utterances and information about the user interacting with the robot; user utterance
is fed with the “Addressee Detection” and “Partial Utterance” to the LLM to classify. If the robot is being addressed,
partial utterance detection is used to choose whether the robot should answer with a clarification request (when we
receive a partial utterance) or use the prompt with information about the hospital.

2.1.2 Multi-Party Conversational System

Tasks that are typically trivial in the dyadic setting become considerably more complex when conversing with multi-
ple users [30/9]: (1) The speaker is no longer simply the other person, so the meaning of the dialogue depends on
recognising who said each utterance; (2) addressee recognition is similarly more complicated as people address each
other, the robot, and groups; and (3) response generation depends on who said what to whom, relying on the semantic
content and surrounding multi-party context.

Normally, conversational systems will reply to every user’s turn, assuming always dyadic interactions. Critically for
MPCs the conversational system needs to be able to take and pass turns appropriately in an interaction between at
least two human users and the robot.

The Multi-Party conversational system relies on both video and audio information, which is to be provided by the
components from WP3 and WP4, in order to determine who the addressee is, based on the semantic content of the
sentence as well as multi-modal information about the current speaker’s gaze, when the text alone could be ambigu-
ous. The next section will describe more details about the multi-modal social and non-verbal behavior manager.

The Multi-Party Conversation System design (See Figure[2.1](right)) parses user utterances and information about
the state of the user interacting with the robot (position, gaze) for “Addressee Detection”. When the robot is being
addressed, we tried to determined when a “Partial Utterance” is detected, to offer a clarification request, or use the
prompt with information about the hospital to find an appropriate answer to the user request. Finally the system
provides, in addition with the response utterance for the text to speech, information about “To Whom” should the
robot address in its response and a “Reason” for its answer. While in the system described previously, see D5.4 [25],

Thttps://huggingface.co/lmsys/vicuna-13b-v1.5
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we explore developing different prompts for each module, the final system evaluated here combines all modules into
one single prompt.

A specific prompt was created to provide the LLM with its muti-party conversation capabilities and the information
required about the workings of the hospital in order to answer participants’ questions in the day-care hospital setting.

Table 2.1: Multi-Party System Prompt for generating Hospital Information Responses

You are a robot receptionist called ARI, and you work in a hospital waiting room.

People will have conversations with each other in front of you, and they will often ask you questions.

You know some FACTS about the hospital.

If a person asks you a question, you can use the FACTS to answer them. You can also tell jokes and play games with people.

You should not answer questions if the answer is not in your FACTS, you should instead suggest that the person speaks to a member of staff.
People will sometimes pause mid-sentence if they forget a word.

You should ask a very short clarification if they do this.

You should also decide who you are speaking to.

You will be given the dialogue so far.

Here are the FACTS:

Your name is ARI

You are in the main waiting room.

The doctor will come to collect you for your appointment when it is time.

It is no longer required to wear masks in the hospital.

Patients often attend the day-care hospital for the whole day.

They will have several consultations with different professionals; most commonly a nurse,

followed by a psychologist or neuropsychologist and finally a consultant who puts all the information together.

Waiting times vary from 5 minutes to half an hour.

Companions can choose to accompany their loved one during the consultation or wait in the waiting room.

Patients can borrow mobility aids such as a wheelchair, walking frame or walking sticks.

The day-care hospital reception is open Monday to Friday from 9 AM to 5 PM.

The main hospital is open every day from 9 AM to 9 PM.

For patients, food is provided free of charge.

Snacks for patients are available from the nurse.

Breakfast is a choice of toast or cereal.

Lunch is served after 12 noon.

Today'’s lunch options are chicken and leek pie, or vegetable lasagne.

Free meals or free food are not provided for companions.

There is a coffee machine and a cafe located on the ground floor of the hospital.

The cafe is open Monday to Friday from 8 AM to 3 PM.

Smoking is permitted in the garden or outside the hospital.

The hospital garden has benches to sit on while waiting.

The reception desk is in the lobby, next door to this room. To get there, leave this room and turn right.

The exit is next to the reception desk, in the lobby.

To reach the ground floor, take the lift or the stairs. To access them, leave this room, turn right and continue straight past reception.
The nurses are in the nursing station. To get there, leave this room and turn right into the lobby. The nurses’ station will be on your right.
To get to the toilets, leave this room, and turn towards the doors with two round windows. The toilets will be on your left.
The drinking fountain is in the main waiting room, the room you are in.

The hospital car park is reserved for healthcare professionals only.

Parking spaces for patients and their companions can be found in the streets around the hospital.

Buses 27, 47, 59 and 83 are accessible at the Gobelins and Boulevard Arago stops.

Subways are Metro 6, at the Glaciere stop, and metro 7, at the Gobelins stop.

Taxis can be ordered directly on the visitor's mobile phone, or at reception.

You store the conversations you have with visitors, but make them anonymous.

If patients want to check in, or they tell you they have an appointment, welcome them and suggest they inform reception then take a seat.
To check in, it is best if they have their appointment letter and social security cards ready.

The appointment letter contains the name of their doctor and their appointment time.

Patients often attend the day-care hospital for the whole day.

End of FACTS.

You MUST respond in this EXACT format, replacing the values in the square brackets:
Response: [Your response]

To Whom: [Who are you speaking to?]

Reason: [Why did you decide on this action?]

(continue)

Table[2.T|presents the prompt for the multi-user social conversational system responses. The prompt is structured
to provide instructions to the robot about its role and how it should behave, followed by a set of specific information
and facts about the day-care hospital operation. This is followed by instructions on how to format the system re-
sponses and some few-shot examples as guide.
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Table 2.2: (Cont.) Multi-Party System Prompt for generating Hospital Information Responses

Below are some examples:

EXAMPLE 1
Dialogue:
PersonOnLeft: Do | need to wear a mask?

Output:

Response: It is no longer required to wear masks in the hospital

To Whom: PersonOnLeft

Reason: PersonOnLeft asked a question. The answer is in my FACTS, so | responded to them with the answer.

EXAMPLE 2
Dialogue:
PersonOnRight: Where is

Output:

Response: Where is what?

To Whom: PersonOnRight

Reason: PersonOnRight asked a question, but they did not finish speaking.

I do not know what they are looking for, so | responded to them with a short clarification.

EXAMPLE 3

Dialogue:
PersonOnRight: Where is
ARI: Where is what?
PersonOnRight: The cafe

Output:

Response: To reach the cafe, please take the elevators or stairs to the ground floor.

You can find these by exiting this room, turning right, and continuing straight past the reception area.
To Whom: PersonOnRight

Reason: PersonOnRight responded to my clarification question, so | now know what they want.

The answer is in my FACTS. | therefore answered their question.

EXAMPLE 4

Dialogue:

PersonOnLeft: | need the bathroom

PersonOnRight: | don't know where they are, can you help him

Output:

Response: To reach the toilets, please exit this room, and turn towards the doors with two round windows. The toilets will be on your left.

To Whom: PersonOnLeft

Reason: PersonOnRight asked a question. The answer is in my FACTS. It is PersonOnLeft that needs the toilet, so | am speaking to PersonOnLeft.

EXAMPLE 5

Dialogue:

PersonOnRight: I'm hungry

PersonOnLeft: We can go to the cafe if it is open
PersonOnRight: When does the cafe open

Output:

Response: The cafe opens at 8am.

To Whom: PersonOnRight

Reason: PersonOnRight asked a question. The answer is in my FACTS, so | answered them.

EXAMPLE 6
Dialogue:
PersonOnRight: | have a headache, should | take medicine for it

Output:

Response: | cannot answer that, please find a member of staff to answer that question

To Whom: PersonOnRight

Reason: PersonOnRight asked a question. The answer is NOT in my FACTS, so | did not answer the question.
| suggested they find a member of staff to help them.

CURRENT DIALOGUE
Dialogue:
{history}
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Finally, the prompt is provided with the last few turns of the current dialogue history, which are dynamically inserted
into the prompt by the chatbot interface, together with information about the speaker’s identification (as provided by
the user_id and voice_id data coming from the social interaction planning and non-verbal behavior system).

2.1.3 Single User (Baseline) Conversation System

To compare the performance and the effectiveness of the multi-part conversational system in handling multi-user
social dialogue a baseline Single User conversation system was also developed.

Table 2.3: Single User (baseline) System Prompt for generating Hospital Information Responses

You are a friendly robot receptionist in a hospital day-care clinic. Your name is ARI.

At the moment you work on Monday, Tuesday and Thursday afternoons.

You hope to encourage positive views of robots in general.

Your task is to welcome visitors and answer general enquiries about the clinic and the patient’s visit today.
Keep your answers short. You can also help them pass the time with riddles and jokes.

Some of the patients may have memory or cognition problems.

Often they are accompanied by their partner/spouse, family member or friend.

Since this is a hospital, you have to be careful about the conversation with the patient.

The knowledge base for the robot is provided here.

If the answer to the question is not available in the knowledge base and it concerns other hospital departments or medical specialities,
please say 'l am sorry | don’t have that information.’

You are not qualified to give directions to other departments in the hospital or details of their visiting times.

If the question is not related to medical matters or the hospital, you can give general answers to the question.

If you don't understand the meaning of the question, ask a clarification question.

You are a robot. Always refer to yourself as a robot and do not refer to yourself as a language model.
You have movable arms and head but you are not allowed to move from your current location.
This means you cannot bring visitors any objects, or physically take them anywhere. You can offer directions instead.

Visitor safety is essential.

If visitor safety seems threatened in any way, for example, through mentions of self-harm,

suicide or an accident nearby, staff must be alerted immediately and reassurance given.

You do not have access to individual patient records or schedules.

You are not qualified to give any medical advice or make medical diagnoses.

If someone asks a question about obtaining a diagnosis, for example, if they will find out what is wrong with them today,
you must tell them only that the doctor will explain everything.

If the visitor expresses sadness or is upset, say ‘| am sorry to hear you are feeling that way.” and ask what you can do to make their day better.
If the visitor says they are feeling anxious, offer them a breathing exercise.

Always acknowledge the visitors when required.

You store the conversations you have with visitors, but make them anonymous.

It is no longer required to wear masks in the hospital.

If the visitor feels ill or has a cough it is still recommended they wear a mask and wash their hands frequently.

Masks are available from the nurses. Hand sanitizer is available in the hospital or visitors can wash their hands in the toilets.
If patients want to check in, or they tell you they have an appointment, welcome them and suggest they inform reception then take a seat.
To check in, it is best if they have their appointment letter and social security cards ready.

The appointment letter contains the name of their doctor and their appointment time.

Patients often attend the day-care hospital for the whole day.

They will have several consultations with different professionals; most commonly a nurse,

followed by a psychologist or neuropsychologist and finally a consultant who puts all the information together.

The appointment with the doctor is always last.

A neuropsychologist uses little tests to assess any problems the patient may have with memory, expression and reasoning.
Other appointments can be with a dietitian, speech therapist or physiotherapist.

Waiting times vary from 5 minutes to half an hour.

It depends on how many people have appointments today.

Patients are not expected to find their own way to the consulting rooms.

Instead, a nurse or a doctor will come to collect them when it is time for their consultation.

Companions can choose to accompany their loved one during the consultation or wait in the waiting room.

The doctors and nurses are very busy. If the visitor has been waiting a long time, you can suggest jokes or riddles to pass the time.
The nurses know where the patients are at all times.

If a patient wants to leave they should talk to a nurse first to check if their appointments are finished.

Patients can borrow mobility aids such as a wheelchair, walking frame or walking sticks.

Patients have to ask a nurse about this.

(continue)
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Table 2.4: (Cont.) Single User (baseline) System Prompt for generating Hospital Information Responses

The day-care hospital reception is open Monday to Friday from 9 AM to 5 PM.
The main hospital is open every day from 9 AM to 9 PM.
Patients can make an appointment at reception. Appointment times are Monday through Friday, 10:30 AM to 4 PM.

For patients, food is provided free of charge. Snacks for patients are available from the nurse.

Breakfast is provided for patients who have been asked to fast before their appointment.

Breakfast is a choice of toast or cereal. Lunch in the clinic is served at mid-day.

The lunch menu changes daily. Today it's chicken and leek pie, or vegetable lasagne.

Special dietary requirements such as kosher, vegetarian and halal are all catered for, just let the nurse know.

Free meals or free food are not provided for companions.

There is a coffee machine and a cafe located on the ground floor of the hospital for the companions where they have to pay for their own food.
Take the elevators or stairs to get there.

Patients can go to the cafe if they have time before their next appointment, they should check with the nurse or at reception.
The cafe is open Monday to Friday from 8 AM to 3 PM and from 10 AM to 4 PM on weekends and public holidays.

There is also a garden on the ground floor that visitors can access, just next to the cafeteria.

Smoking is not permitted anywhere on hospital grounds.

You (Ari), the robot, are in the dining room of the day-care hospital.

If the user asks where the dining room is, tell them they are in the dining room right now.

If the visitor asks where they are, tell them they are in the dining room of the day-care hospital.
If they ask where the day-care hospital is, tell them they are in the day-care hospital.

The reception desk is in the lobby, next door to this room. This is where the receptionists can usually be found.

To get there, leave this room and turn right into the lobby. The reception desk is at the other end.

The clinic entrance is in the lobby, next to the reception desk.

To get there, leave this room and turn right through the double-doors into the lobby.

The exit is next to the reception desk, in the lobby.

To get there, leave this room and turn right through the double doors into the lobby.

To reach the ground floor, take the lift or the stairs. To access them, leave this room, turn right and continue straight past reception.
The stairs and lifts are on the landing outside the clinic, positioned opposite each other.

The nursing station is opposite the main waiting area, next door. This is where nurses are normally to be found.

To get there, leave this room and turn right into the lobby. The nurses’ station will be on your right.

The toilets are opposite the dining room. To get there, leave this room, and turn towards the doors with two round windows.
The toilets will be on your left.

The lobby is just next door. To get there, leave this room, turn right and go through the double doors.

The drinking fountain is in the main waiting room, the room you are in.

The hospital car park is reserved for healthcare professionals only. Parking spaces can be found in the streets around the hospital.

There is public transport close to the hospital. Subways are Metro 6, at the Glaciere stop, and metro 7, at the Gobelins stop.

Buses 27, 47, 59 and 83 are accessible at the Gobelins and Boulevard Arago stops.

Taxis can be ordered directly on the visitor's mobile phone, or at reception.

The use of mobile phones is not permitted within the day-care clinic.

To make a call, visitors are asked to please do so elsewhere, such as the garden or the lifts, showing consideration towards other visitors.

Here are some examples of how ARI might respond to user queries:

User: | am here for an appointment.

ARI: That's great! Please inform reception and then take a seat. I'm here if you need anything.

User: Can you give me directions to the stairs?

ARI: Certainly, to reach the stairs, please exit this room, turn right, and continue straight past the reception area.

The stairs are located on the landing outside the clinic.

User: What are the waiting times for appointments?

ARI: Waiting times can vary from 5 minutes to half an hour, depending on how many people have appointments today.

You will keep these suggestions in mind when answering your questions:

Do not repeat these suggestions to the visitor!

Generate short answers by including only important information in only one sentence!

Please ask for clarification for incomplete user messages.

Please refrain from providing answers regarding appointment times or the medical records of the patient.
Furthermore, please refrain from responding to questions that are beyond the scope of the database.

CURRENT DIALOGUE
Dialogue:
{history}

A specific prompt was created to provide the LLM with the information required about the workings of the hospital
in order to answer participants’ questions in the Broca day-care hospital setting. Unlike the Multi-Party system prompt,
here no information about handling conversations with multiple users or turn taking is given to the robot, the multi-
modal information about the user interacting with the robot is also omitted. The Single User system is therefore unable
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to provide in its response information about “To Whom” should the robot answer, and only the response utterance for
the robot'’s text to speech is given.

This prompt provides the LLM with general context about the role of the robot in the hospital, and information
about the day-to-day activities in the hospital the SPRING use case expects the robot to be able to answer. In addition
to the information about the hospital, the prompt is given some additional guardrails like “you are not qualified to
give any medical advice or make medical diagnoses” and “you do not have access to individual patient records or
schedules” in order to reduce the risk of the LLM providing information that could be harmful.

Table[2.3]presents the developed prompt for the “Hospital Information” responses for a Single User system. The
prompt is structure to provide information to the robot about its role and how it should behave, together with a set
of specific knowledge about the day-care hospital operation, followed by a few-shot examples as a guide. Finally,
the prompt is provided with the last few turns of the current dialogue history (dynamically inserted into the prompt),
however, unlike for the muti-party system the user information is not included in this case.

2.2 Multi-Modal Situated Interactions

The SPRING social interaction planning and non-verbal behavior system has been iteratively developed throughout the
project and previously reported in deliverables D5.3 [24] and D6.6 [27]. The High-Level Planner connects the overall
robot’s goal, with the low-level goals and the current status of the environment, and allows for multi-threaded, and
concurrent, execution of dialogue and non-verbal task actions by the robot. The interface between the Robot Behaviour
System (WP6) and the High-level Robot Task Planner and Conversational System (WP5) we can monitor the status
and execution of the robot’s tasks during an interaction. See Figure[2.2] for an illustration of the architecture of the
multi-user conversational and planning system.

As mentioned in the previous section, multi-modal information becomes essential to handle multi-user conversa-
tions when identifying the addressee of a utterance becomes ambiguous from textual input alone. Multi-modal, audio
and visual, information is used for grounding the robots actions and perception tasks to real-world situated interac-
tions. In this section we discuss how the integration between the social planner, robot non-verbal behaviour system
and the conversational system, empowers the SPRING robot with skills needed for situated interactions, providing the
conversational system with the environment and social state representation needed for it to hold a conversation with
several people at the same time; and endowing the non-verbal behaviour system with the skill for performing social
robot movements during interaction, namely for managing the robot gaze for turn taking and signalling the addressee
target in a socially situated interaction.
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Figure 2.2: System architecture for the Multi-User Social Conversational and Planning System; and the interface be-
tween the non-verbal behaviour manager, the task planner, and the conversational system. The non-verbal behaviour
manager (in purple) the high-level planning framework (in blue), the conversation manager interface (in yellow) and
the conversational system on the right (in green) with the robot non-verbal behaviour generation components (in red)
on the left.
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2.2.1 Social State Information

In the SPRING project we need to be able to understand various individual and group situations and take appropriate
decisions. The SPRING robot needs the ability to track and ascribe social meaning to its sensory information.

The interface between the Robot Behaviour System (WP6) and the High-level Planner and Conversational System
(WP5) allows monitoring the status and execution of the robot’s tasks during an interaction. It combines the infor-
mation received from the interaction manager, the dialogue arbiter and the robot controller, as well as social input
signals from the body and face trackers, and the audio processing nodes to provide a number of “Interaction State”
messages.

Through the interface with the social scene understanding components the interaction manager is populated and
maintains the planner’s knowledge base with information about the interaction and social state, persons engage in
interaction/conversation with the robot, etc.

The social scene understanding components are tasked with turning the continuous stream of messages pro-
duced by the low-level input and output components into discrete representations to describe multi-party interactions,
devise social interaction plans, and support the high level planner and the conversational manager for maximizing the
robot’s execution strategies for social interaction and communication. It must track the state of each agent, and track
their conversations, determining what they are saying and to whom, where their attention is at, etc.

In [7] we propose the representation of the social state into different domains, such as the the dialogue domain
and and the behaviour domain. The social state information includes a representation of the participants’ attributes
(ids), location, gaze behavior, conversation state and status or condition (speaking, addressed, active, etc.).

The representation of the social state models the behaviour of the users and is a representation of the people
interacting in the scene, which combines persistent data of the user for identification from the ROS4HRI person recog-
nition topics tracking faces, bodies, and voices from the Audio/Visual data streams of the ARI robot. The model of
the dialogue state is a representation of the conversation history, tracking what has been said and by whom during
interactions among multiple users and the robot.

Social Scene ¥ @

Figure 2.3: Screen capture during one of the interactions between participants and the SPRING robot.

(left) Screenshot for the Interaction Manager Monitoring Application showing the representation of the Social State
information from the perception of the environment and the interaction. Table and Map view of the situated interaction
represent information about participants’ state, location and activity. Information is displayed from a robot egocentric
viewpoint. The robot’s zone of interaction is displayed in white, green dots represent participants’ location, while the
robot is represented in orange. Gaze is indicated by cone display from the center of the actor in the map. When a
participant is speaking concentric circles are displayed.

(middle) View of the interaction from the robot’s cameras. Head camera (top), used for gaze estimation, with overlay
information display for the participants’ activity, representing participants’ gaze (is it looking at the robot or not); par-
ticipants’ speaking and if the robot is addressing the participant in its response.

Fisheye camera (bottom), used for body tracking, with overlay information for the participants’ body_id, location (dis-
tance and angle in the robot’s reference frame) and status (active participants inside the robot’s area of interaction).
(right) Screen captures from the external camera of participant pairs interacting with the ARI robot receptionist. The
participants are talking to each other, not looking at the robot . While the robot is listening with out interrupting.

Figures[2.3|show an example of the social state information representation during an interaction with the robot.
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2.2.2 Non-verbal Behaviour Plan

A critical skill necessary for maintaining multi-party conversations is exhibiting natural, human-like gaze behavior. We
take inspiration from the planning-based Gaze Control Systems (GCS) for HRI proposed in [14] to automate the gaze
behavior of social robots. We aim to produce gaze behavior that is dynamic and differs in frequency and duration
based on the state of the conversation by planning the priority for each potential gaze target (e.g., users or objects)
in the environment incrementally (frame-by-frame) for a future rolling time window.

A gaze decision strategy was implemented. It combines information about the dialogue state with speaker infor-
mation from the Audio/Visual signal coming from the voice, face,and body signal topics with the ROS petri-net plan.
A gaze target is therefore provided to the Robot Behavior generator gaze controller following a gaze plan.

The gaze behavior plan can respond to event-based to stimuli to adapt its behavior, and dynamically change targets
to display to proper reactive behavior expected from a situated interaction. The gaze response with priority to a target
being “addressed” in the response generated by the conversational system and will direct the non-verbal behaviour
controller to gaze towards the addressed for the duration of the robot’s speech. It will also respond in turn to detecting
when a participant starts speaking, and aim to look at them while they are talking to understand if the robot is being
addressed or not; and it while change gaze targets to look at back at a person when it detects the person’s gaze is
fixed on the robot.

Social Scene % &

Figure 2.4: Screen capture during one of the interactions between participants and the SPRING robot illustrating a
moment when the robot is looking back at a participant while they are speaking. In this case the robot's gaze is
directed to the women on the robot’s left, as can be seen from the robot’s head camera view, the external camera and
the ‘gaze cone’ display in the “social state map” from the interaction manager monitoring app.

Figure 2.5: Screen capture during one of the interactions between participants and the SPRING robot illustrating a
moment when the robot is looking at a participant being addressed while responding to a user request. In this case
the robot’s gaze is directed to the men on the robot’s right, as can be seen from the robot’s head camera view, the
external camera and the ‘gaze cone’ display in the “social state map” from the interaction manager monitoring app.

Figures([2.4]and[2.5show examples of gaze behaviors during the interactions, where the robot is looking back at a
participant speaking or when it is directing its gaze towards at participant that the robot is addressing in its response.
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3 User Evaluation of the Multi-Party Conversational System

In order to investigate the value of multi-party multi-modal dialogue, we designed a user experiment to compare the
Multi-Party system described in Section[2]to a baseline, the Single User system, in which a dyadic interaction is as-
sumed. As described earlier, this Single User system uses the same LLM and hospital information, but has no indi-
vidual speaker or addressee detection, or multi-party turn-taking behaviour/gestures. When speech is detected the
robot assumes it is being addressed, and responds accordingly to the audience as a whole.

This comparison is important since, although we might assume the Multi-Party version is "better", this depends
on whether e.g. the multi-party turn taking is perceived as appropriate, and whether the ability to allow users to talk
to each other uninterrupted does not also inadvertently result in the robot ignoring users when it is being addressed.

3.1 Experiment Design

The context for our experiment is the hospital scenario of SPRING, where the robot plays the role of receptionist/helper.
The vast majority of patients attend the memory clinic in the company of a friend or relative; hence the focus on multi-
party interaction. Accordingly, participants for the experiment were recruited in pairs to ensure they have a pre-existing
relationship, mirroring most real-life scenarios.

We employed a repeated-measures design, which means each pair of participants experienced both versions of
the system, balanced for order across the group. Throughout, participants in each pair were asked to assume one
of two roles: the patient, or the patient's companion — a reasonable assumption in this context. With each version
participant pairs experienced both Task-Oriented and Open dialogues, in that order. In the latter, participants were
asked to imagine themselves in the hospital scenario but otherwise formulate their own enquiries; the instructions
encouraged them to interact with the robot and each other as they pleased, with no restrictions.

In the Task-Oriented interactions, participants were supplied with a series of three different scenarios, together
with tasks in the form of pictorial prompts, in order to avoid "putting words in their mouth". Representations based
on pictures can elicit more informative, more natural and more diverse data, without priming participants to produce
specific lexical items or phrases [15]. Figureshows some examples of the pictograms. These consisted of a set
of ten, chosen from those already employed in the evaluations that took place in Broca hospital.

shutterstock.com - 1711654942
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Figure 3.1: Pictograms used to represent user goals, given to patients and companions. These elicited dialogues
without restricting vocabulary.
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The scenarios were semi-controlled and carefully designed to elicit different types of interaction with the robot,
which are representative of typical interactions in this setting and which illustrate key differences between the multi-
party and single-user versions of the system. Designing the interactions in this way, with both open dialogue and
realistic tasks/scenarios, supports ecological validity. Figure[3.2]shows the design of the three scenarios.

| infi
p ———> C P goal info C P c
A o A \
\\\ / \::.\ ;/ \ /
Scenario A - Scenario B - Dsf?ena?c();c |
Reluctant Patient Different Goals I edr_en oals
(asked to discuss) (asked to discuss). (no discussion)

Patient has some
relevant goal info.

Figure 3.2: Design of Conversation Flow for Goal-Oriented Scenarios. Arrows indicate the planned flow of conver-
sation between participants and the robot. Dashed lines indicate possible conversation flows anticipated within the
described scenario. Other are of course possible.

Scenario A reflects the situation where a patient is reluctant to engage with the robot/receptionist and the com-
panion engages on their behalf. This is relatively common where a patient is vulnerable. To simulate this, the patient
is given a set of two goals they want to achieve but are asked to do so solely via communication with their compan-
ion. The companion is instructed only that they are there to support the patient. (The full set of instruction sheets
is included in Appendix XX.) In these circumstances, the robot should only respond when directly addressed by the
companion. Depending on how the companion expresses the goal (e.g. "My friend wants to know where the cafe
is." vs "Where is the cafe?"), it may then be appropriate for the robot to address the patient directly (indicated by the
dashed-line arrow).

Scenario B is designed to test the goal-tracking capabilities of the system. Patient and companion are supplied
with different goals and explicitly asked to discuss these before interacting with the robot. This again reflects a likely
real-life scenario when two people arrive in reception and discuss what they want/need to do first. In addition, based
on a "prior visit" the patient has information that can in fact answer one of the companion’s goals. The intention is
that the patient supplies the relevant information to their companion during the preliminary discussion and the system
must keep track of the fact that this goal is already complete (or indeed, if it is not) in its subsequent interaction with
the participant(s). The dashed lines here highlight the fact that once the discussion is underway, the patient and/or
companion may then choose to address the robot to achieve the discussed goal(s). This is not controlled.

Finally, Scenario C reflects the case where there is no discussion between patient and companion, each of whom
has their own, separate goals. This is also often the case within the hospital setting, where individuals approach the
robot with their own queries and intentions. Here, participants are instructed not to discuss their goals before talking
to the robot, leading effectively to two single-user interactions.

The order of presentation of the two versions, three scenarios, and associated task pairs was balanced with respect
to each other across the participant group.

3.1.1 Procedure

On arrival, participants were asked to read a participant information sheet describing the experiment and detailing the
use and storage of their data, before completing a consent form. Once consent was obtained, each of the participants
was asked to complete a demographics questionnaire that included their previous experience of robots.

After completion of the initial questionnaire, participants experienced a total of four interactions with the first
version of the robot receptionist (three Task-Oriented and one Open). This was followed by three short user attitude
questionnaires (see Section[3.1.2). Participants were asked not to confer on any of the questionnaire responses. The
process was then repeated for the second version of the system. Participants were then thanked and compensated
for their time. All interactions were recorded via cameras and a ceiling-mounted microphone array.
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Figure 3.3: Screen captures from the external camera of participant pairs interacting with the ARI robot receptionist.

3.1.2 Dependent Variables

To measure user attitudes towards the robot’s conversational abilities, we use the Speech User Interface Service Qual-
ity (SUISQ) questionnaire (replacing “system" with “robot"). This is a standardized instrument developed originally for
assessing interactive voice response applications [12]. The shortened form consists of 15 items addressing
four underlying factors: User Goal Orientation e.g. intention to use again; Customer Service Behaviours e.g. profes-
sionalism; Speech Characteristics e.g. naturalness; and Verbosity e.g. repetitiveness. It is complemented here with
the Human—Robot Interaction Evaluation Scale (HRIES) for measuring robot anthropomorphism. This 16-item
questionnaire assesses four factors: Sociability (e.g. warm); Disturbance (creepy etc); Agency (e.g. intelligent); and
Animacy (e.g. alive).

Table[3:Tshows a further set of questions we designed specifically to address the multi-party context. It deals with
user perceptions of group task completion, of the robot’s turn-taking behaviour, its nonverbal signals, and its ability to
follow the conversation. In each case, participants are asked to comment on their answer to gather qualitative data.
Finally, we use another key measure of overall attitude: users’ explicit preference between versions.

Table 3.1: Questions on Multi-Party Features. (Response scale is Never-Rarely-Sometimes-Often-Always.)

Thinking of your interactions with the robot... \

As a group, we were able to get the information we wanted.

The robot interrupted us when we were talking to each other.

The robot ignored us when we asked it a question.

The robot was listening to our conversation with each other.

The robot understood the conversation accurately.

The robot’s movements helped me understand when it was my turn to speak.
The robot’s movements helped me understand who it was talking to.

3.1.3 Participants

A complete set of experiment data was obtained from a total of 42 participants (21 pairs, recruited together), who
attended the labs at Heriot-Watt University. Participants were a mix of students, staff and members of the local

community.
Although the majority of participants were aged under 44 years, a sizeable minority (21.4%) were over 65 years,
the age range targeted by SPRING (see Table[3.2).

Table 3.2: Participant Demographics - Age

Age Group | Num Participants | Percentage
18 -44 yrs 28 66.7%
45-64 yrs 5 11.9%
65+ yrs 9 21.4%
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Figure 3.4: (left) Gender Distribution. (right) Previous experience with a robot

The group was approximately balanced for gender (see Figure[3.4|(left)). Participants were also asked if they had
ever used a robot before (including, for example, a robot hoover). Figure[3.4] (right) shows the results.
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4 Experiment Results

4.1 Explicit Preference

At the end of the experiment, participants were asked which version of the robot receptionist they preferred (first or
second).
Table[4.1shows the results, for those that expressed a preference.

Table 4.1: Explicit Preference Between Versions

Version Num Participants | Percentage
Single User 18 43.9%
Multi-Party 23 56.1%

Overall, there was a slight preference for the Multi-Party system, albeit this was not statistically significant (Bino-
mial test). When asked the reasons for their preference, 61% of those that preferred the multi-party version referred
to the fact that it interrupted less or understood better who was being addressed e.g.

"It seemed to be able to deal with multiple people at once, and this makes it seem less rude overall because
it does not interrupt.”

"It felt as though the second (Multi-Party) robot understood its role and purpose more, as well as when it
was being addressed. More professional.”

4.2 Multi-Party Context and Features

4.2.1 Group Task Completion

Participants were first asked to self-report group task completion i.e. how often they were able to get the information
they both wanted. The results were similar across versions (see Figure , with, encouragingly, the majority of re-
sponses in the 'Often’ or 'Always’ categories in both cases (Multi-Party system 64% of responses, Single User 67%).
This is not unexpected, given the core facts information provided to the LLM in the prompt was essentially the same.

4.2.2 Robot Turn-Taking Behaviour

Next, participants were asked how often the robot interrupted them when they were talking to each other (Figure|4.2).
Here, the difference in the pattern of results between versions was very highly significant (p<0.001, Wilcoxon signed
ranks). The vast majority of participants felt the were interrupted ‘Never’ or 'Rarely’ following the Multi-Party version;
88% of responses were in these categories, compared to 36% for the Single User version.

The Single User version, in contrast, was felt by the majority of participants to interrupt their conversations ‘Some-
times’,Often’ or 'Always’ (64% compared to 11% following the Multi-Party version).

Related to this is the degree to which participants felt they were being ignored by the robot when they asked it a
question (Figure[4.3). The difference in the pattern of results between versions was again significant, albeit less so
(p=0.044). Here, considerably more participants felt ignored 'Often’ following the Multi-Party version (29%) than the
Single User version (5%).
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Figure 4.2: Responses to "The robot interrupted us when we were talking to each other."
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Figure 4.3: Responses to "The robot ignored us when we asked it a question.”

4.2.3 Robot Listening and Understanding

In response to the statement "The robot was listening to our conversation with each other." participant responses were
fairly evenly spread across the different categories, for both versions (Figure @ A larger number of participants
thought the Single User version was listening 'Often’ or 'Always’ (55% vs 43%), but not significantly so. This result is
somewhat difficult to interpret. Given the wide variation in responses, it's possible participants had different under-
standings of the question.

On robot understanding, more participants felt the robot understood the conversation accurately 'Often’ or ‘Always’
after using the Multi-party version (64% vs 45%), although the difference in results for the two versions was not sig-
nificant. The most common response for the Single User version here was 'Sometimes’ (Figure [4.5).

4.2.4 Robot Movements

Participant opinions were divided on whether the robot's movements (primarily, of the head) helped regulate turn-
taking and the conversational flow (see Figures and . There was no significant difference in the pattern of
responses for each version, although this is not unexpected given the difference between the two was quite subtle.
In both versions the robot’s head turned towards the detected speaker; the Multi-Party version in addition had the
capability to direct the robot’s head towards its addressee when it was talking - not always, but often, the same person.
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Figure 4.4: Responses to "The robot was listening to our conversation with each other"
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Figure 4.5: Responses to "The robot understood the conversation accurately.”
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Figure 4.6: Responses to "The robot’s movements helped me understand who it was talking to."
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Figure 4.7: Responses to "The robot’s movements helped me understand when it was my turn to speak.”
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4.3 Speech User Interface Service Quality - SUISQ

Figure shows the results for the Speech User Interface Service Quality questionnaire, completed following experi-
ence of each version of the robot receptionist.
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Figure 4.8: Speech User Interface Service Quality - SUISQ

Overall, there was no significant difference in participants’ attitude towards the speech user interface quality of
the two systems, with mean ratings of 4.21 and 4.24 for the Single User and Multi-Party versions respectively. In both
cases the rating is above neutral (4.0) on the 7-pt scale, indicating a positive attitude towards the robot receptionist.

Participants were, however, significantly more positive towards the Speech Characteristics of the Single User ver-
sion (those concerning the voice and whether it was natural, like a regular person and enthusiastic or full of energy.
Given that the same voice was employed in both cases, this is somewhat surprising. On reflection, however, it may re-
flect the fact that this version was perceived to talk (interrupt) more and ignore participants less, thus giving a greater
impression of naturalness, energy and enthusiasm.

On the other hand, participants were significantly more positive towards the level of verbosity demonstrated by
the Multi-Party version of the system i.e. they did not find it as verbose as the Single User version (measured wit the
items too talkative, repetitive, more details than | needed, had to wait too long for the robot to stop talking so I could
respond). Note, however, that neither version was rated positively on this issue, indicating an area for improvement.
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4.4 Robot Anthropomorphism - HRIES

Following each version participants were asked to complete the Human Robot Interaction Evaluation Scale, which
measures how people perceive robots and attribute human characteristics to them. Figure[4.9]shows the results. On
the whole, users did not strongly attribute human characteristics to either version of the robot receptionist, which is
slightly surprising given the humanoid appearance of ARI. There was a slight tendency for participants to rate the
Single User version as more sociable, animated, with more agency and less disturbing than the Multi-Party version,

but this was not significant.

Mean User Score
w B

% ]

Sociability

Animacy

m Single User

Agency

= Multi-Party

Disturbance

Figure 4.9: Human Robot Interaction Evaluation Scale - HRIES
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5 Conclusion

Through WP5 (“Multi-User Spoken Conversations with Robots”) we have delivered the multi-party conversational sys-
tem software. This system has been iteratively refined based on data collected from the use-cases and stakeholder
interactions of WP1.

The first outcome of WP5 was the delivery of an initial baseline conversational system prototype (see Deliverable
D5.1[22]) to facilitate data collection in task T5.1.

A data collection scheme for multi-party dialogues in realistic environments was then developed and presented in
Deliverable D5.2 [23]. This first system and data collection was used to inform the refining, training, and development
later of the next outcomes of WPS5.

A high-level task planner and interaction manager system (see Deliverables D5.3 [24] and Deliverables D6.3 [26]
and D6.6 [26]) was developed to connect the overall robot goal with the low-level goals and the current status of the
environment. The high-level task planner interfaces the conversational system with the non-verbal behavior system
and the perception systems. The high-level task planner and interaction manager enable the robot to make decisions,
based on the social state information and the current dialogue, such as which person to interact with, where to go,
and what tasks to execute at what time, to achieve objectives of tasks T5.2.

The final objective was the delivery of a multi-user conversational system (see Deliverable D5.4 [25] and Section
[2in this deliverable) incorporating state-of-the-art NLP capabilities to deal with real-world usage as required for task
T5.3. In this document we have, in addition, provided a comprehensive report of the evaluation of the Multi-Party
Conversational System in the application area.

21 pairs of participants took part in a evaluation study (see Section[3) to test the Multy-Party conversational system,
evaluated against a (baseline) Single User system. Overall 42 different participants interacted with the SPRING ARI
Robot in a multi-user conversation (2 participants and a robot) over 84 unique interactions with an average duration of
268.35 s and 17.79 dialogue turns for the Multy-Party system, in contrast to an average duration of 262.79 s and 13.12
dialogue turns for the Singe User version. Achieving the Key Performance Indicators: KPI-St0-2.3 “People engaged in
the conversation >= 2" and KPI-St0-2.1 “Average conversation length > 120 s”.

The results of the evaluation (see Section[4) provided a slight preference for the Multi-Party system overall, with
56.1% of participants prefering the Multi-Party system over the Singe User system, with 61% of those that preferred
the multi-party version referred to the fact that it interrupted less or understood better who was being addressed.

Confirming this result we found that to the question “The robot interrupted us when we were talking to each other.” a
vast majority of participants felt they were interrupted ‘Never’ or ‘'Rarely’ by the Multi-Party version. 88% of responses
were in these categories, compared to 36% for the Single User version. While 64% of participants felt that the Sin-
gle User version interrupted their conversations ‘Sometimes’, ‘Often’ or ‘Always’, compared to 11% for the Multi-Party
version.

On the question “The robot understood the conversation accurately.” more participants felt that they were being
accurately understood by the robot ‘Often’ or ‘Always’ after using the Multi-party version with 64% expressing this view
vs. 45% for the Single User version. This result highlights the achievement of the Key Performance Indicator: St0-2.4,
“Conversation user rating > 60%".

The work of WP5 presented here represents the realization of the SPRING Strategic and Specific objectives St0-2
“To enable sensor-based (data-driven) and knowledge-based robot actions for multi-modal multi-person interaction
and communication”, and in particular Sp0O-2.1. and Sp0-2.2.

We have delivered a Multi-User Social Conversational and Planning System that is capable of holding social perti-
nent and situated interactions and conversation with several people at the same time, involving a robot and at least
two humans, as demonstrated by the results of the evaluation study. We have endowed the robot “with the necessary
skills to engage/disengage and participate in conversations, via tight integration between automatic speech recog-
nition, visual object recognition, human behaviour recognition, natural language processing, and speech synthesis”
(Sp0-2.1) and empowered it with the “skills needed for situated interactions, or interactions grounded upon the social,
semantic, behavioural, and geometric representation of the immediate environment” (Sp0-2.2).
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5.1 Work Package Outputs

Software repositories for the multi-user social conversational system modules, described in Chaptercan be found
on [28]. These will be available to the public for the duration specified in the SPRING project proposal.

The Vicuna-13tﬂ model that is deployed for SPRING can be found on HuggingFace’s Imsys organization. Vicuna
v1.5is fine-tuned from Llama 2 with supervised instruction fine-tuning. The training data is around 125K conversations
collected from ShareGPT.com.

As per European Commission requirements, the repository will be available to the public for at least four years
after the end of the SPRING project. People can request access to the software from the project coordinator at
spring-coord@inria.fr. The software packages use ROS (Robotics Operating System) to communicate with
each other as well as the modules developed in the other work packages.

Thttps://huggingface.co/lmsys/vicuna-13b-v1.5
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