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The Challenge

how will we manage to
adequately care for our
fellow human beings,
who are aging by offering

a holistic system to upgrade
their quality of life and activities?
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Objectives W

1. Autonomous living 3. Reduction of 5. Decongestion & strengthening
' hospitalization costs of health services

ASPIDA includes risk assessment &
prevention, cooperation of mechanisms
for assessing the physical-
kinetic/biometric state of the individual
with optimal decision-making
mechanisms, optimization of the
physical strengthening routine

Detecting problems early
awids referral to medical
rehabilitation centers. Cases
requiring observation during
recovery can be replaced by
the system

The ASPIDA includes a

library of data, for the

effective treatment & prevention
of falls for future generations

of elderly people. Decongesting
the existing health system

from events that require

simple monitoring

ASPIDA's
Main Impact

The individual's
autonomous action
& self-service within

a smart home

environment

2. Improving quality of life 4. Commercial retirement
system production
ASPIDA presupposes the use of
smart homes that are friendly to
the elderly and the environment
- the system is an economical
solution by limiting unnecessary
expenses and situations that
burden the psychology

6. Reduction of Mortality
from Falls

The ASPIDA program
includes early fall detection
tools. Presupposes
Immediate provision of first
aid using a robotic assistant
in the home environment.

With the help of ASPIDA technology &
automation, the elderly will feel safe in a
space that will automatically adapt to their
needs and work with them and for them.
particularly friendly interaction environment
that helps the elderly discower technology &
use it to their advantage
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Activities SO

In this context, the proposed system will be able to integrate-synthesize and co-operate innovative technologies from the field of electronics, the internet of
things, IT, communications, robotics, optimal control, etc. such as:

Infrastructuredevelopment

_ creation of a "smart home" adapted to the needs of
Vital Measurements ofthe Elderly

the elderly: sensors for monitoring, electrical
wearables for real-time physical data retrieval, system \ networks for seamless power supply, sensor
development for inadvertent vital readings. y network for IoT in health, smart power supply

system for electronic devices & devices, efficient

-
Q and robust mobile communications
N

Specializedrobotic assistants

assistance in case of emergency (e.g. fall),
ascertaining the situation by sending high-quality
audio-visual material to the monitoring center,
providing first aid

Kinesiology Assessment

fall prediction system which will be based on reaktime &
historical data, fall assessment system, image processing
techniques to detect activities, site risk assessment, etc.

Rehabilitation of the Elderly

optimized physical rehabilitation & strengthening

as well as development of an optimal
decision-making system for autonomous

QR physical rehabilitation houses.

User-Friendly Interface

adapted according to the user (elderly/health specialist) & will
provide the possibility of displaying the situation (viewing the
elderly, viewing real-time measurements, direct communication,

viewing historical time statistics, etc.). %)




Actions and Technologies developed &

Promotion - Laboratory Measurements KAPI/S.E.F.AA.

« Training researchers - Measurement tools and data analysis

* Promotional actions and promotional material

* Measurements at KAPI / Laboratory measurements
at S.E.F.AA

+ Training programs at KAPI

ASPIDA
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Innovative ASPiDA Robotic Assistant technologies

» Skeleton extraction and elderly activity recognition using cameras

» Automated Robotic Emergency Response System and Fall Assistance Tool
* Robotic navigation and mapping using RGB camera

» Energy-efficient robotic manipulation

« Continuous emotion recognition and long-behavior modeling

Kinesiology assessment tool

» Development of algorithms
» Ambient Physiological Measurements using conventional cameras
» Elderly Activity Recognition Tool

Optimal Decision Making and Reaction in the Smart Home Environment

» Tool for optimal management of lighting in the home environment of the elderly

+ Tool for the optimal management of air conditioning in the home environment of
the elderly

* Electricity Demand Backup Tool

SOA

ASPIDA



ASTTIAA in
numbers...

AJTTIAA in numbers

PhD Candidates: 39 (28 Ph.D.
of E.C.E. and 2 Ph.D. of P.M.E,,
7 Ph.D. of S.E.F.AA., 2 Ph.D.
Doctors of Medicine).

Participating Faculty
Members: 25 (17 Professors,
6 Associate Professors, 2
Assistant Professors)

Postdoctoral Researchers: 20
(14 Postdocs E.C.E. and
P.M.E., 6 Postdocs S.E.F.A.A.)

Participants KAPl and KEFO:

Deliverables: 44
>5

Participating Seniors: >300

ASPiDA duration: 34 months

IO

ASPIDA

Laboratories of DUTh.:13 (11
E.C.E. Laboratories, 1
S.E.F.AA. Laboratory, 1 P.M.E.
Laboratory)

Aspida Site:
(video:

o O



http://www.ee.duth.gr/
https://www.ee.duth.gr/wp-content/uploads/ee_duth_gr-1.mp4
https://www.ee.duth.gr/wp-content/uploads/ee_duth_gr-1.mp4
https://www.ee.duth.gr/wp-content/uploads/ee_duth_gr-1.mp4

Laboratory Measurements KAPI/S
EFAA
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Researcher Training & Data Analysis

Training of researchers

In field measurements: fitness tests and interviews
Biomechanical analysis of movement through VICON
Musculoskeletal modeling through OpenSim

Code generation and algorithms development in Python

Measurement tools and data analysis

Translation and cross-cultural adaptation of questionnaires

Pilot measurements: field tests and interviews

Creating algorithms for data analysis

Analysis of self-report and accelerometry data

Creating protocols

Laboratory pilot measurements

Analysis of data from laboratory measurements and from measurements at KAPIs
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ASPIDA promotional/informative material and participant feedback -
Individual results from the
Fall Prevention accelerometer and
Poster Brochure Guide recommendations from W.H.O.
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ASPiIDA promotional actions
 Interview on Radio CHRONOS + Meeting with the representatives of KAPI
* Interview at ERT Komotini * Meeting with the Deputy Mayor of Social Policy

 Interview with local newspaper * Meeting with the Mayor of Maroneia - Sapon
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Laboratory measurements at T.E.F.A.A. ASPDA

Kinematic
— SiS cameras

Isokinetic
Recording of movement, forces and muscle activity: Dynamom

« walking

+ static balance on each leg

* reactive balance with increasing weight
» changes of direction while walking

« standing and sitting (chair).
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Robotic Assistant

Main Functionalities
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Collection of functional requirements and platform technical specifications

Omni-Wheels Robot

Robotic Platforms: 1) YUJIN, 2) HOBBIT, 3) Mobile Robot+ Kinect Sensor (MRKS), 4) Omni-directional mobile base
(OMB), 5) SANBOT ELF.




Basic robotic assistant configuration sub-tasks

1. Human-awarerobotnavigation

R e

- o0
J
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(a) Perception
(B) Mapping

(v) Localization
(6) Path planning

(¢) Human-awareness

2. Energy-efficientrobotic manipulation

3. Human body pose estimationthrough camera




The ASPIDA robotic assistant

Synthesis of ASPIDArobotic assistant

ClearPath Robotics Ridgeback Robotic mobile base
ClearPath Robotics tower forarms Trunk

UR-3e Remote Integration Kit with tower UR3 robotic arm installation kit

Universal Robots UR3cb Robotic arm
On RobotRG2 2-finger gripper
LIDAR SICK TIM551 Laser scanner
Flir Camera Flea3 RGB Camera

Dell - Intel RealSense D435 Stereo Camera




The ASPIDA robotic assistant

Platform Setup
Assembly of robotic system components
Installation of ROS operating system as well as the operating and handling packages of the robotic platform

Tests of sensors (LIDAR, stereo cameraand FLIR camera) and actuators (robotic base and arm)

GAZEBO

EEE ROS J UNIVERSAL ROBOTS J

Robot Operating System

r ubuntu @ rQ(golT.EARPATH @
robot




The ASPIDA robotic assistant

I Global map
v

Localization

\

Human detection

ASPIDA robot

Fall Assist Emergency Algorithm

Human fall detection

Path planning -

|
|-> Obstacle avoidance ——# Local map update

Path execution AJ

' Approaching for help )




The ASPIDA robotic assistant

Global map creation

Description: The robotic assistant navigates the space and with the help of the cloud of points from the laserscan creates a map
(global map) of the area of interest.

Objective: To create the map of the area in the knowledge base of the robotic assistant, so that the positioning, navigation and
obstacle avoidance algorithms can be based along the way.




The ASPIDA robotic assistant

Localization

Description: The robotic assistant can and does locate its exact pose (position and orientation) at any time within the knowledge
map it has created.

Objective: The robotic assistant has a precise awareness of its position and orientation, so that it can accurately and safely
execute any future navigation or object avoidance scenario or even placement of dynamic obstacles (as well as the presence of a
human) that can to occur in the environment.




The ASPIDA robotic assistant

Obstacle and dynamic entities modelling

Description: The robotic assistant models the obstacles of the global map and adjusts a safety distance radius from each of them.
In addition, using its sensors it constantly monitors for new obstacles and dynamic entities which it adds in real time to its map.
Objective: The robotic assistant has an accurate awareness of the location of all obstacles and safety distances to model a cost
function with respect to the environment in which it is located. In this way, navigation is an optimization of the following cost
function with the robot's pose as the starting point, given by the positioning function above, and a point on the map given by the
user or some algorithm as the final point robot automation (e.g. emergency fall support algorithm described above).




The ASPIDA robotic assistant

Fall Assist Emergency Algorithm

Description: The robotic assistant observes and locates people moving in space using the Real Sense camera. The position of
moving people is calculated in real time, recorded and displayed on the map of the robotic assistant with a green dot. If a fall is
detected, the dot turns red and the emergency algorithm is activated, alerting the robotic assistant to approach the fallen human
at a safe distance.

Objective: The immediate approach of the person who fell by the robotic assistant, in order to support him (e.g. by informing the
doctorin charge, assessing the situation, collecting photos after the person's consent, etc.).




The ASPIDA robotic assistant

Human-aware navigation scenarios




The ASPiDA assistive robot deploys algorithms that:

* workinreal-time to promote independence and safety

in ambient assisted living scenarios;

* provides arealistic action plan in the emergency case of human fall;
* provides the full open-sourceimplementation code is provided in Github.

As part of future work

Main

Outcomes
=] ) uvia  sopdaroe
Code issues 1 Pullrequests © Acions [ Projecs (D wik Security
aspida_robot
P omain-  P1 o0
H ipapap Updated README md
N ASPIDA robot - ASPiDA ESPA PROJECT

3

Prerequisites:

Install Ubuntu 20.04 - ROS noetic

Create

dded

thin workspace follow

* Theincorporation of additional data analysis and machine learning models holds the potential to further refine the fall

detection

* Increaserobustness in more severe conditions, i.e., low lighting, multi-person fall detection, occlusions etc.

Add file -

© code - [ECIIY

D15

The description package for ASPIDA
robot

Packages

Contributors 2
koikonomou

- ipapap

Languages

* Python




Robotic Assistant

Advanced research outcomes
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Robotic navigation and mapping ASPDA

« Real-time processing of camera readings and detection of points of
interest

» Creation of a knowledge base by the robotic assistant in the form of a
map,

« ldentifying known areas, checking and re-tracking.

Mapping Similarity Estimation Loop Detection
Image Feed Module Module Module
-

: Sequence Generation
Point
Tracking CDA Leiden Sequences

* Covisibility \/[
—

Feature Graph |
Selection ~ ma

Word
Formulation Matching Procedure

Vocabulary Vocabulary

SRR E ....... Video Preview
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Query Query Query




Key characteristics

Energy-efficient robotic manipulation

Object detection and approach using a camera,

6 DoF robotic arm manipulation using reinforcement learning,
utilization of state-of-the-art Spiking Neural Networks for the

development of energy-efficient models.

joint state
encoder

Spiking Actor Network

o B action
T - % o
[ .
—: .. .. ..
jo. {5
Time q>"\ G>J\

s 3 input LIF neurons
Feedforward 32 communicating
feedforward and [N nput spikes
Backprop backward with

each other

TGk

ASPIDA
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ROS Time: |538.20

ROS Elapsed: 537.96 Wall Time: 1669977054.25 Wall Elapsed: 539.53 Experimental

Reset 31fps

Video Preview




Energy-efficient robotic manipulation Nz

An actor-critic reinforcement learning algorithm is employed

to train the robotic arm, f
The actor is a Spiking Neural Network exploring the right ‘r\-
joints' actions, in order to reach the target, ’ T 1 ',
The critic is a Deep Neural Network penalizing/rewarding the L.L '

actor based on the results of each episode,

After the training procedure the critic is discarded, thus
leaving only the energy-efficient SNN actor during inference.
Simulations have been conducted both for 2-DoF and 6-DoF
robotic arms, before final testing.

|
—': Action Decoder l“(—

The next video captures the second sub-task of the box
grasping and box-transfer to target position for 4 distinct

initial and goal positions.

Video Preview
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Skeleton extraction and elderly activity recognition
using cameras

The aging of the global population poses significant challenges in providing adequate
care and support for elderly individuals.

Technological developments -> address the needs of elderly people

* maintain their independence
« quality of life.

Methods :

 wearable sensors expensive and/or
» sophisticated ambient sensors intrusive systems
* interconnected devices

Domestic environments require real-time and power efficient models.



Contributions

e Complete bioinspired ambient and low-cost elderly action recognition system using only a non-intrusive
RGB camera;

¢ Training on time-series data extracted from the RGB sensor, providing valuable insights into their capabilities
to handle human data;

e The investigation of the effectiveness of the energy efficient HTM and SNN bio-inspired architectures in
accurately recognizing and classifying actions;

e The illustration of a comprehensive comparative analysis between the bio-inspired networks and the SVM,
proving their efficiency both in terms of recognition performance and execution time



Data Acquisition

Elderly individuals may exhibit unique characteristics
e different movement patterns
e mobility limitations

e gestures

We exploited a custom dataset of 8 elderly individuals performing daily tasks.

5 particular action scenarios while an RGB camera recorded the execution.



Human body pose extratcion

MMPose is an open-source toolbox for pose estimation based on PyTorch. It is a part of the
OpenMMLab project.

RGB Videos/Images -> 3-dimensional position of joints

m Pose

OpenMMLab website "7 OpenMMLab platform 7 /70U7

@Documentation | ¥Installation | »~Model Zoo | =Papers | EUpdate News | @Reporting Issues | ¥
RTMPose

®0~Iu@@



https://github.com/open-mmlab

Human body pose extraction

Prediction (0)
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1. Drink,

2. Gait,

3. Turn left,

4., Turn right,

5. Sit to stand and sit

Action scenarios
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Data pre-processing

e RGB video streams capturing multiple iterations of 5 action scenarios performed by 8 subjects;
e mmpose model is employed to extract the 3-D human skeletal posture captured RGB video frame;

e the output of the pose extraction subsystem was a skeleton matrix S e R17%3 | By processing all the
frames of a video clip and focusing on a single joint and coordinate, let us assume the x-axis of the j-th

joint withj ={1, 2, ..., 17},we end up with a time-series s;;4

Gaussian filtering & normalization

RGB video frames 3-D pose extraction Time-series extraction




Hierarchical Temporal Memory (HTM)

HTM theoretical framework introduced by Numenta and was implemented using the Nupic open-source software
platform

WHY HTM ?

e emulate the neocortex’s functioning;

e focusing on its ability to process sensory data;

e identify patterns; GE::;*:;’t'zr
e make predictions in real-time;

e Based on hebbian learning.

Output

Network
Learner

Network

Hebbian learning is a model for long-term potentiation in Subject to
neurons, in which weights are increased when the input Hebbian Learning
and output are simultaneously active.



HTM architecture

¢ 2 hidden layers consisting of a SparseWeights format followed by a linear transformation;

e KWinners layer is then applied, selecting the top-k winners among the neurons based on their activation
values;

e the output layer ( linear transformation), maps the hidden layer’s activations to the desired output oeR>.



Spiking Neural Networks (SNNs)

SNN model implemented using the Nengo library

WHY SNN with NENGO ?

e the construction of complex biologically realistic models of the brain circuits enabling users to define neural
populations & their connectivity rules;

e supports the integration of external libraries, such as TensorFlow and Keras, for incorporating deep learning
technique.



SNN architecture

e Consists of an input layer with an input size equal to 51 x 200 followed by a hidden and an output layer;

e The hidden layer is a single dense layer followed by an activation function, utilizing the Leaky Integrate-and-Fire
(LIF) neuron model;

e The input data is fed into the dense layer, which serves as a feature extractor;

e The output layer comprises a dense layer with five units, i.e., the different action classes.



Support Vector Machines (SVMs)

WHY SVM?

e Well-established non-neural classifier;
e Compare the performance of the introduced bio-inspired network.

We utilized a Euclidean space SVM classifier with a radial basis function (RBF) kernel, given that it ensured
optimal results compared to other versions of SVM and types of the kernel;

e the input of the SVM was a 1-D feature vector of length 51 x 200.



Evaluation strategy

Leave-one-subject-out (LOSO) cross-validation procedure to evaluate all three models.

TABLE I: Accuracy results of HTM, SNN and SVM for all 8 subjectsand 5 action scenarios

HTM SNN SVM

drink | gait | twrn_l | turn_r | sit2std | drink | gait | turn_l | turn_r | sit2std | drink | gait | turn_l | turn_r | sit2std
S 1.00 | 1.00 1.00 1.00 1.00 1.00 | 1.00 1.00 1.00 1.00 0.8 1.00 0.86 1.00 1.00
So 1.00 | 1.00 1.00 1.00 1.00 0.71 1.00 1.00 1.00 1.00 0.86 1.00 1.00 1.00 1.00
S3 1.00 | 1.00 1.00 1.00 1.00 1.00 | 1.00 1.00 1.00 1.00 0.80 1.00 0.71 0.86 1.00
S4 1.00 | 1.00 1.00 1.00 1.00 1.00 | 1.00 1.00 1.00 1.00 0.83 1.00 1.00 0.71 1.00
Sk 1.00 | 1.00 1.00 1.00 1.00 1.00 | 1.00 1.00 1.00 1.00 0.83 1.00 1.00 1.00 1.00
Se 1.00 | 1.00 1.00 1.00 1.00 1.00 | 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
S7 1.00 | 1.00 1.00 1.00 1.00 1.00 | 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.40
Sg 1.00 | 1.00 0.85 1.00 1.00 1.00 | 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00




Evaluation strategy

TABLE Il: Overall mean and standard deviation classification performance (%)

‘ HIM | SNN |  SVM
wE Z(o/\/n) | 9949 £ 1.35 | 99.36 £ 1.70 | 95.47 & 3.57

TABLE lll: Time efficiency in sec

‘ HTM | SNN | SVM
uE Z(o/\/m) | 0.11 £ 0.07 | 0.36 £ 0.003 | 0.22 = 0.29




turn_left gait drink

twrn_right

sitZstd

drink

|
gait

Confusion matrix resulted from HTM, SNN and SVM on the eight subjects.

drink
drink

gait
gait

turn_left
turn_|eft

turn_right
]
turn_right

- 0 0 0.08

sit2std
sit2std

| 1
turn_right sit2std drink gait turn_left

(a) HTM (b) SNN (c) SVM

I I [
turn_left turn_right sit2std drink gait turn_left

turn_right

sit2std



Conclusions

¢ an end-to-end ambient solution for elderly action recognition from RGB data using bio-inspired
classifiers;

e the efficacy of both investigated bio-inspired networks, viz., HTM and SNN, in recognizing the seniors’
actions;

e time efficiency is evaluated on a conventional CPU module, highlighting the ability of lightweight
processing by the HTM model



Thank you for your attention
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Continuous emotion recognition and long-term behavior modelling

" nitlvan' 100
@ Stressed . ’ 0.75 8
ANGRY HAPPY
nnnnnnnnnnn 050
- Unpleasant Pleasant . .. 025 6
A uuuuuu ed | Serene 5 0.00
SAD RELAXED -0.25 i
e o -0.50
FFF e Deactivation 2
-0.75
Facial Features Recurrent Neural Network Russel Model 100 0

Valence:

* Russel Model: Vector Representation of emotion,
« Arousal and valence coefficients
« Continuous estimation and long-behavior modelling

Video Preview
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ASPIDA

Data set taken with Kinect v2 (SEFAA-DUTH).

* Total number of action = 2.139:

1) Left and right turn = 33.6% (720)
2) Gait = 26.6% (569)

3) Treadmill = 2% (43)

4) Sit=12.6% (270)

5) Stand =12.7% (267)

6) Drink water and turn = 12.6% (270)

¢ Total number of subjects =51
® Minimum number of frames: ~30 (gait),

® Maximum number of frames: ~550 (Drink water and turn)




AvaTrtucn AAYopiOpwyv — MovTEAwV

To KUplO €pyo NG €peuvnTikNG Opaotnplotntoc adopd TNV PeAtiwon oAyopiBuwv-pHOVIEAWY yla
OVOLYVWPLON EVEPYELWV.

Tot LOVTEA QL AUTA OVAKOUV OTNV Katnyopiog veupwvikwv Siktuwv emnetepyaoiac ypadwv (GNN).
Aokipaotrkay ta state-of-the-art povtéAa pe mopaAAayec toug yio BeAtiwon tng amodoonc Touc.

Ma rtopadeypa n dokyury tou CTR-GCNN pe mpooBetn €locodo ywvieg eixe ta €€NC amoteAéopata Oto
oUvoAo 6edopevwyv TEQAA-AMNO:

* AkpiBela avayvwplong oto cuvolo dedopevwy emainBevonc=100%
* AkpiBela avayvwplong oto cUvoAo dedopevwy eAeyyou = 98.88%

H idta mpotewvopevn pEBodoc auvéavel tnv anodoon Kal o epyacia navw os dnpoota dedopeva
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AveETTapec PuaololoyikEC METPOEIC ME TNV XPNONG OTTANGC KAUEPAC

AVTIKEIMEVO AUTAG TNG evOTNTAC €ival N AWn Kpiolywyv Peyebwyv, TTou
a@OPOUV TNV UyEia TwV NAIKIWPEVWY avETTA@A.
H avémagn ekTipnon mpoo@Eépel pia eVOAAAQKTIKA PETPNON MEYEBWV,
WOTE Ol NAIKIWPEVOI VA N QEPOUV TTAVW TOUG OUCKEUEG METPACEWV,
TIG OTToieG Ba TTPETTEl va XeIpiovTal (TT.X. QOPTICouV).
2 UYKEKPIMEVA, ETTIOIWKOUME TNV AVETTAPN EKTIUNON TWV AKOAOUB WV
MEyEBwWV:
o  Kapdiakdg pubuoég (HR)
o Kopeouog Oguyodvou (Sp0O2)
o  ZUOTOAIKN Kal AlaoToAiky lMicon
Emuépoug oTdxol eiva:
o N Aqun dedopEvwy pe Kavovik) RGB kauepa Kal hJe UTTEPUBP
N (y1a VUXTEPIVA XPron), o€ cuvOUQO PO UE TIC JETPAOEIC SPO2
, HR, TTieong.
o  H BeATiwon TEXVIKWV avETTAQNG EKTIMNONG.

. BLOOD OXYGEN
_ LEVEL

U

ASPIDA
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Kataokeur TTEIPAPATIKWY SIATACEWV VIO XAPAKTNPIOWO aioOntipwy
v' Kartaokeur] Kai JEAETN aioBnTripwy BEPPOKPACIiag, ATHWY OKETOVNG KAl KAPSIAKWY TTAAPWY QwTOG

\

oL

30

Current (mA)
o
2

8- 0 73 : % o
AND 4500 W00 RO KOO L WD 1 —

200TNUa EAEYXOLIEVOU QWTIOUOU 2XNUaTikn avamapaoraon 2XNUaTtikn avamapaoraon ATTokpion aiobntnpa
OTTTIKWV Q106NTHPWV aioénTnea ypageviou-mrupitiou aio6ntnpa Bspuokpaciag Bepuokpaaiac

e — -~ SuvapuoAdynon evégkehiou 16viwv Aibiou
@ Q_: | Graphite AiGpopoI TUTTO! LNXaVIKWY
K S — e | UAOKWV VIQ KATAOKEUR ETAPWOV
EéomAiouog Glove Box \ c_ LiIFePQO,

oro MNTLab@DUTH
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Energy Harvesters — 2xnuartika Alaypauuara Kai HAGKETGA-E

KOkAwpa tpog tpododotnon

EEEEN iPowerKit (smart watch)
ST e e CPU
' Pc\z\er Receiving ' : Vour o) ' i .
- E ntenna E : R E R Thevenin WiFi
1 :—{2 |Ir6v E E E th E Cemean .
RE Harveste : Energy  Energy i i+ GND= N
L o : Harvester  Storage i, *:2777iisssoisssoist o . . Sleep Watch
onD_ 1 oot our - ommunical IOl Face Dlsplay
e R | o]
—{ DSET  VSET = :
P1110B P1110B " T
_l E: Microprocessor Radio module
Dser —
o o - Sleep Base
L L H
H @ Ei Sensors E Awake
, , , L T ' (2)5 Users Input
[MPdTUTTO KUKAWUQ 2 XNMATIKO dIdypauua - '

RF energy harvester KUKAwpaTtog iPowerKit

Sleep
Users | Sleep

CPU | WiFi | Display | BT | Awake B Watch
ase

11,5 17,7 26,1 30,1 100 (%)
2,34 14,22 4,85 4,85 2,51 20,16 251 86,68 mW

lNpooeyyiorikn KaravaAwon ava

AiaoTaoeig (mm) Lovada Tou oUVOAIKOU GUOTALATOC

22,61x13,59x5,1

1 v Top layer
D_set 2 2 D_out // BOttOm Ia.yer




E@appoyr oe Wearable yia ZuAAoyn Aedopevwyv “’9'

Eiocaywyn Xpovou ueraéu kai Eicaywyn tpipn@iou avayvwpioTIKOU
Eiocaywyn Password Ap1Buou twv Metpnoswv ID yia kGBe eTiTnPOUUEVO ATOUO

0 0 4.69264 9.25119 0 0 4 4 4
2 2610/2022 4113901 2491432 0 0.40223 0.42138 9,99819 0 0 EIGGVU) Vn O VO,LIGTOQ' KGI 6/06,00[JI7§ (p ath)
3 26/10/2022  18:20:28: 4113901 2491432 0 0,36392 -0.40223 9,94073 0 0 , ,
4 26/10/2022  18:20:38: 41,13901 24.91432 0 040223 -0.40223 9.95988 0 0 5’7”’0 Up YOUIJEVOU apXS’O U
5 261012022 18:22:43: 4113901 2491432 0 0,07661 39648 9,30866 0 0
6 261012022  18:22:53: 4113908 24,9426 0 0,13408 -0,09577 9,97903 0 0
7 261012022 18:23:03: 4113908 24,9426 0 0,11492 -0,07661 9,95938 0 0
8 261012022  18:23:13: 4113908 24,9426 0 0,11492 -0,07661 9,92157 0 0 =
9 261012022 18:23:23: 4113908 24,9426 0 -2,68151 1,89621 10,0748 0 0
10 26012022 18:23:33: 4113908 24,9426 0 -2,45186 8,23605 471179 0 0

EktéAeon epapuoync

Eioaywyn lNapauérpwyv
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[TANPNC Kal BEATIOTN dIAXEIPION KATOIKIAC NAIKIWPEVWYV "@'

XApPaKTNPIOTIKA
Kripia diaouvdedepéva e 1o IKTUO
Ta kTipia arroteAouvTtal a1rd TOUAGXIOTOV 3 dWUATIA

"EAEYXOGC BEPUIKWV QOPTIWV o€ KABE dWUATIO

Ta kTipia gival eCOTTAICUEVA UE QUTOROATAIKG TTAVEN Kal
MTTATOPIES

Xpnion Tou Net-Metering

Xprion OKIOKWY 2UOKEUWY OTNV JIAPKEID TNG NUEPOS

2TOX0l CUOTIMATOC dlaXEipIong
Meiwon katavaAwong eveépyeiag
Meiwon kooToug BEpuavaong
|IdavIKEC BEPUIKEC OUVONKEC
BEATIOTEC OUVOAKEC QWTIOUOU
E¢ac@aAion ammoOnkeupévng evEPYEIOG
EtroTrTeuon duvnrikG ETTIKIVOUVWY @QOPTiWV

y

n

N\

Building thermal state and

Occupancy
% Building performance
. (energy demand, thermal

comfort, BES status)

-

Alerts

Appliance / Consumption (
< Wiad A . 2
Energy Disaggregatio

CCu

Actuations
Temperature SetPoints,
Lighting SetPoints)

,/cather Conditions and
Forecasts

-

Solar Energy
Generation
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ATTOTEAECUATA CUOTAMATOC OIOXEIPIONC

Occupancy Schedule 1 1383 1919 1201 14% - 38%

Occupancy Schedule 3 1384 1705 1233 11%- 25%

S



ATroteAcopara Evepyeiaknc AvaBaduiong

ApXLKO KTrpLO

Annual electricity energy consumption (kWhe/m?year)

End-use
Dynamic simulation tool Quasi steady-state simulation tool
Heating 106.6 97.8
Cooling 6.1 7.1
DHW 17.3 31.3
Total 130 136.2

YevAPLO EVEPYELAKNG avaBaduiong

End-use Annual electricity energy consumption (kWhe/m?year)

Dynamic simulation tool

Quasi steady-state simulation tool

Heating 14.2 19.3
Cooling 5.3 7.7
DHW 9.1 354

PV production 374 34.9
Total 28.6 62.4

26%
31%
74%
7%
54%

9%
14%
44%
4,5%

Tk

ASPIDA
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